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Executive Summary

This report explores how Artificial Intelligence (Al) technologies can
enhance the translation of peace agreements for the PA-X Peace
Agreements Database. Peace agreements are vital instruments in conflict
resolution, making accurate translations essential. This report addresses
the challenges of translating these complex documents, which has
traditionally relied on academic researchers, translation professionals, and
domain experts. The report examines Al-driven approaches to improve
sustainability, efficiency, and linguistic precision in this critical work.

Key Findings

B Al offers valuable support for human translation of peace agreements, providing a
scalable, efficient solution to a traditionally labour-intensive process. Recent advances
in Natural Language Processing (NLP) and Generative Al models potentially deliver
faster translation times, handle greater document volumes, and significantly reduce
costs associated with manual translations.

B However, challenges persist, including English language bias in training data, lack of
domain-specific expertise for legal and diplomatic terminology, and Al models'
limitations in fully grasping cultural nuances and multilingual contexts. These factors
present significant barriers to the reliability and accuracy of Al translations for peace
agreements. By carefully navigating technological, ethical, and environmental
challenges associated with Al, translation of specialised documents such as peace
agreements can be achieved with lower costs, which can in turn enhance the
contributions.
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Recommendations

While this assessment focuses specifically on PA-X and peace agreements, the findings
generate recommendations that apply broadly to the translation of most specialized,
technical documents. The following recommendations provide a framework that can be
generalized beyond PA-X to other contexts requiring accurate translation of complex
technical content:

B Adopt a Semi-automated Approach
Combining Al's efficiency with human expertise mitigates translation inaccuracies,
particularly for languages underrepresented in Al training datasets. This hybrid model
ensures translation fidelity while leveraging Al to streamline the process.

B Address Ethical and Environmental Considerations
As Al models require substantial energy consumption, evaluating the environmental
impact of these technologies is crucial. Additionally, addressing inherent biases in Al
training data is essential to ensure equitable and accurate translations across languages
and cultures.

B Optimise Workflows
Developing efficient workflows that integrate Al translation tools can help in
preliminary analysis and extraction of key metadata from peace agreements, enhancing
the database's comprehensiveness and accessibility.

B Foster Collaborations
Strengthening collaboration with translators, academic institutions and leveraging
global networks can enrich the translation process by incorporating diverse linguistic
expertise and contextual understanding.

B Invest in Continuous Research and Development
Further research is needed to address current limitations of Al in translation, such as
improving models' capacity to understand cultural contexts and technical jargon, while
keeping abreast of advances in Optical Character Recognition (OCR) technology to
support Al translations.
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Introduction

Context of Peace Agreements and Translation Challenges

Translating peace agreement texts accurately is critical to conflict resolution research
and practice. In her book On the Law of Peace, Christine Bell describes peace agreements
as "delicately crafted, legal-looking texts, with preambles and articles all speaking the
language of legal obligation. In substance they link commitments to ceasefires to new
constitutional arrangements for how power will be held and exercised. They are usually
formally signed by both domestic and international actors. Both form and substance are
intrinsically "legal™ (Bell, 2008, p. 5). Accurate translations ensure that the true meaning
and nuances of these documents are preserved as far as possible, mitigating any variation
in interpretation that could arise from linguistic inaccuracies or ambiguities. A single
misinterpreted word in translation can distort our understanding and analysis of peace
agreement provisions, potentially undermining research credibility. Furthermore, the
context in which a word is used is crucial, as misinterpretation in translation can affect
global understanding of peace agreement practices and, in rare cases, could influence how
stakeholders interpret implementation requirements if they rely on translated versions
rather than originals. This presents both research accuracy and ethical concerns, as poor
translations could lead to flawed analysis and potentially impact peace processes if
widely disseminated.

Agreement documents often come in various languages and formats, presenting a unique
set of challenges for translators. PeaceRep's current practice of employing post-graduate
students who are both native speakers and legal scholars as translators, although
beneficial, faces limitations due to overall availability, specifically in certain languages.
Moreover, ethical considerations regarding the reliance on temporary academic labour and
the sustainability of such an approach in the long term need to be addressed.

This report will look at the application of Al in peace agreement translation. First,

key terminology will be clarified in the Al and translation fields to establish a shared
understanding of concepts. The report will then explore the current state of Al translation
technology, identifying both advancements and limitations, with particular attention

to training issues in Al models and their implications for multilingual peace agreement
work. It will then examine various translation modalities—manual, semi-automated, and
fully automated approaches—evaluating their respective strengths and challenges in the
peace agreement context. Through case studies and comparative analysis, the report will
demonstrate practical applications and limitations of Al translation in real-world peace
agreement scenarios.
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Ethical considerations will then be addressed, focusing on environmental impacts, bias in Al
training data, and data ownership concerns. The report concludes with recommendations
for implementing Al translation in peace processes, mitigating risks, and suggestions for
further research and development that could enhance translation practices in conflict
resolution contexts.

Purpose of Exploring Al in this context

The advent of different forms of Al technologies has facilitated a significant leap forward

in the field of language translation. These advancements promise to enhance the scale,
efficiency, and accuracy of translation processes, potentially improving the efficiency of
how peace agreements are translated for the PA-X Peace Agreements Database and similar
projects. The deployment of Al in this environment could lead to faster translation times,
reduced costs, and the ability to handle a larger volume of documents. Most importantly,
leveraging Al for translations could address the sustainability challenges faced by this

and similar projects (due to short-term funding horizons), ensuring their long-term
effectiveness in supporting peace and transition processes. This report provides an overview
assessment of the feasibility, benefits, and limitations of integrating Al technologies into
PeaceRep's translation workflow, to enhance the programme's capacity to contribute to the
study and advancement of peace and transition processes worldwide, and to provide key
lessons learned to similar projects in the peacemaking and peacebuilding space.
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Key Terms

B Artificial Intelligence (Al)
Refers to the technology that takes in information and makes predictions, creates
content, gives recommendations, or makes decisions that affect real worlds or digital
environments. (Organisation for Economic Co-operation and Development [OECD],
2019).

B Generative Al
Encompasses a range of computer-based methods designed to create content that
appears original and significant. This includes producing new pieces of text, visuals, or
sound based information it has learned from existing data (Feuerriegel et al., 2024).

B Large Language Model (LLM)
A large language model is a high-capacity neural network trained on diverse and
extensive datasets, capable of performing a wide range of natural language processing
tasks without explicit supervision (Radford et al., 2019).

B Natural Language Processing (NLP)
This is a way for computers to interact with human languages in order to perform
various tasks such as language translation (Henry, 2024, p. 3)

B Tokenisation
In the context of large language models, tokenisation is the processes of breaking down
text into smaller pieces, called ‘tokens’. These tokens can represent various parts of a
sentence, phrase or word. An LLM then uses this information to analyse the meaning
of individual pieces of text, as well as its meaning in relation to other parts of the text
(Singh & Strouse, 2024). This process is a critical component in Al translation.

B Transformer Model
A transformer model is a computer-based method that analyses large amounts of
data such as text at once instead of one by one. Transformers excel at understanding
context and relationships within text by simultaneously considering the significance of
each word in relation to others, enhancing tasks such as translation, text generation,
and content summarisation (Vaswani et al., 2023). This is an example of a technology
that is currently relevant to the field, though it should be recognise that this is subject
to continuous new developments.
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Overview of Al Translation Technology

The utilization of artificial intelligence (Al) in translation most commonly takes the form of
machine learning models, a development with deeper historical roots than many realize.
Although recent advances have generated significant excitement, machine translation
technologies have been evolving for several decades. Roberts (2018) demonstrates that
machine translation and interpretation technologies have long been considered potential
solutions for addressing language barriers in democratic systems, with online translation
becoming "ubiquitous globally" well before the current wave of generative Al. Similarly,
Lucas et al. (2015) established methodologies for processing, managing, and analysing
multilingual textual datasets using machine translation tools, indicating the maturity of
these approaches in comparative research. De Vries et al. (2018) further validated the
reliability of machine translation for bag-of-words models by comparing human-translated
and machine-translated texts, finding "highly similar" results with only "minor differences
across languages." These models are trained on extensive datasets and are capable of
making predictions or decisions with little to no human intervention.

At the core of these technologies is Natural Language Processing (NLP), which involves
using computers to support human understanding of language presented in the form

of text. Machine learning is one of the primary tools employed by NLP to process and
analyse text data. Deep learning, a subset of machine learning that utilizes artificial
neural networks, has significantly advanced the field of natural language processing and
translation (LeCun et al., 2015).

The tokenisation of text in natural language processing is critical in how Al models are
able to be accurately translate complex text. The term ‘tokenisation’ simply refers to
taking a text and breaking it down into ‘tokens’, or smaller more manageable sections of
the text, that can be read by the algorithm. This is key to the advantage NLP can provide
for translation. Text can be broken down into phrases, words, or even parts of words. This
allows the algorithm to compare each token to the tokens around it to map the context
and how it is being used. This is crucial in translation, as the same word or phrase could
have different meanings or context depending on where it sits among other parts of the
text (Rust et al., 2021). Current issues with tokenisation and text will be covered in the
next section.
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Neural machine translation (NMT), a deep learning-based approach, has greatly improved
the quality of Al-generated translations by learning and exploiting complex patterns in
language data (Bahdanau et al., 2014; Vaswani et al., 2017). Generative Al, which can
create new text or content based on vast amounts of training data, is a form of NMT and
has driven much of the recent excitement in Al fields, including translation. It often takes
the tokens discussed above and learns the different patterns within this data to generate
new text data. Underpinning this is a recent innovation called the Transformer Model.
Simply put, this model allows the machine learning algorithm to process large quantities of
the tokenised text at the same time, instead of one by one (Vaswani et al., 2023).

Training Issues in Al Models

As with any model used in the world of artificial intelligence, the data that it is trained

on is critical to its accuracy and relevance to the subject matter it is being used for. Large
Language Models (LLMs) are some of the most exciting technologies in Al to be able to
tackle language translation, and understanding the data that they are trained on can help
understand what their limitations and biases are.

LLMs such as ChatGPT 4 have been trained on data that is predominantly in the English
language. This makes the tool less effective in multilingual environments. While
information is scarce on ChatGPT 4's training data, 93% of ChatGPT 3's training data was
in English (“Why Al Needs to Learn New Languages," n.d.). Tests done on these models also
have shown that queries around cultural issues such as gun control and refugee policy yield
responses that closer align with American sentiment.

A good example of how this becomes a problem is in countries such as India, where
multiple languages are spoken. Because of the lack of training data in a lot of the languages
spoken in India, translation accuracy can be much lower. GPT 4 fails to understand the
Indian lexicon around Lesbian, Gay, Bisexual, Transgender, Queer and others (LGBTI+)
issues (Joshi et al., 2023), which is one of the categories captured in the PA-X database.
Understanding how natural language is used in different languages spoken in India, as

well as other languages, is critical to how linguistic complexity in a single setting can

have significant consequences. The research community should be aware of how such
complexity multiplies globally.
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The tokenisation of these languages themselves is also part of the problem, as tokenisation
optimisation, or the way the algorithm splits up the language for processing, when

based on an English model, is not optimised for other languages. If tokenisation was
optimised for another specific model, it would take a fraction of the computing power
and potentially require less data. It would be beneficial to keep abreast of efforts to
optimise the tokenisation of data of languages other than English, as this would enhance
the technology's accuracy and reduce its computing power requirements. Recent
developments in language-specific Al models demonstrate the effectiveness of this
approach. For example, ‘Jais’ or ‘Jais chat' is a generative Al model specialized in Arabic
language processing. Despite being trained on a smaller dataset, Jais has demonstrated
performance that matches or exceeds ChatGPT in various benchmark tests for Arabic text
translation and comprehension (Sengupta et al., 2023).

Various initiatives worldwide are developing LLMs trained on indigenous and local
language corpora. The KenCorpus project at Maseno University in Kenya collects and
digitizes text and audio from African languages to train LLMs (Wanjawa et al., 2023).

In Southeast Asia, the CENDOL project focuses on training LLMs across Indonesian
languages while incorporating an understanding of local Indonesian customs and culture
(Cahyawijaya et al., 2024). These examples represent a small portion of emerging global
projects developing LLMs for indigenous and local languages. Any programme interested
in Al-assisted translation must keep up-to-date with these rapidly evolving multilingual
generative Al models.
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Modalities of Translating Peace
Agreement Texts with Al

In the context of translating peace agreements for the PeaceRep programme, and for
similar research projects, the basic modalities of translation available are manual, semi-
automated, and fully automated processes. Each option has distinct advantages and
drawbacks, particularly concerning accuracy, resource intensity, and ethical considerations.
It is important to note that PA-X presents a particularly challenging case for automated
translation because it functions as an archive of legal documents that constitute a

form of "lex pacificatoria” (Bell, 2008). As legal texts, peace agreements require an
exceptionally high standard of precision in translation. This creates a dual consideration:
first, organisations dealing with less technically complex or legally binding documents
may face fewer challenges with Al translation; and second, PA-X represents something of
a stress test for Al translation capabilities - if automated systems can adequately handle
the complexity of peace agreements, they would likely perform well across most other
translation contexts.

Manual Translation

Manual translation, traditionally the gold standard for accuracy and nuance in language,
involves human translators interpreting and converting text from one language to another.
This method ensures a high level of contextual understanding, which is essential for the
nuanced language of peace agreements. The words we speak and write contain information
that can be analysed, and the nuance and flexibility of language used represents valuable
information that is important to capture when studying peace agreements (Mayo, 2021).
When PeaceRep projects require translations, they are frequently commissioned from
native speakers, who often come from the regions affected by conflict, and who thus have
a better contextual understanding of the agreement.

While PA-X benefits from a unique pool of legally-trained native speakers for languages like
French, Spanish, and Portuguese through Edinburgh University, manual translation remains
resource-intensive for other languages such as Russian, Pashto, and Dari, requiring complex
and costly external contracting. This creates uneven coverage and significant financial
barriers, particularly when considering potential expansions to include related resources
like news reports or external documents that would require extensive translation to avoid
English-language bias. When faced with this issue in the past, PeaceRep has sourced
external companies who have had far greater access to different languages when required.
However, this comes at a large increase in cost, which may not be sustainable in the

long term.
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An additional challenge for PA-X and similar projects is the inherently unpredictable nature
of global peace processes. Unlike many translation projects with steady, predictable
content sources, peace agreements emerge from dynamic political contexts that can shift
dramatically without warning. For example, initiatives like President Petro's 'total peace’
approach in Colombia have suddenly generated large volumes of Spanish-language texts
requiring translation. Such unexpected surges in specific languages make advance planning
difficult, requiring significant flexibility in translation budgets and approaches. This
unpredictability further complicates reliance on traditional translation methods alone, as
maintaining a stable network of human translators across all potentially needed languages
becomes impractical. Instead, it necessitates the ability to rapidly scale translation
capabilities in response to emerging situations, potentially through a combination of
approaches rather than a single fixed solution.

It is important to note that while this report focuses on ethical issues around Al, there

are ethical issues that arise from the use of manual translators. While PA-X only collects
documents that are publicly available, there is still information that can appear in these
agreements, such as contact details, that requires a certain degree of sensitivity. Some
brief ethical training or guidelines should be made available for translators such as post-
graduate students, who are not professionally trained in translation and who might not be
aware of some of these concerns.

The options available to PeaceRep if only manual methods are used are a combination of:

B Continuing to use post-graduate students from the Law School or wider University,
with increased guidance on practical and ethical considerations specific to our project.

B Using professional translation companies for languages not covered by the University
or when we receive many agreements that require translation.

B Only using professional translation companies going forward.

B Relying on PA-X coders and other members of the consortium to respond to
translation needs.

These options are also reliant on continual funding as commissioning translation is costly.
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Semi-Automated Translation

Semi-automated translation represents a middle ground, combining human oversight
with automated tools to enhance efficiency and manage resource demands better. In this
model, initial translations are generated by Al-based tools, and then human translators
review, correct, and refine the output. This approach leverages the speed and scalability
of Al whilst maintaining a level of accuracy and contextual sensitivity only humans can
provide. However, semi-automated processes still require significant human intervention,
particularly for languages or dialects with less representation in training data, which can
limit the efficiency gains from automation.

In PA-X, the semi-automated approach is already partially being enacted, as different Al
tools have made the search for peace agreements easier by giving researchers the ability

to translate agreements to an acceptable level of accuracy to make a judgement as to
whether the document warrants inclusion into the database. Applications that assist in this
task include:

B Google Translate

Google translate is a widely-used, free web-based translation service developed by
Google. It supports translation between 133 languages for text, documents, and
websites. The service offers multiple modalities including text translation, speech
translation, instant camera translation, and website translation. Google Translate has
evolved to incorporate neural machine translation technology, significantly improving
its accuracy and fluency. While useful for quick translations, it may lack the nuanced
understanding required for complex peace agreement texts.

B Copy Fish

Copyfish is a browser extension designed to extract text from various media formats
including images, videos, and PDFs. It supports multiple languages and can recognize
text in complex documents. This tool is useful to help identify the contents of a
document in image form in order to assess its suitability for PA-X.
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H Claude Al

Claude Al is a large language model developed by Anthropic, trained on diverse text
data to understand language, generate responses, analyse information, and assist
with various tasks through natural conversation. It processes language through deep
learning techniques to provide contextually relevant and coherent text across a wide
range of tasks including writing, analysis, coding, and information retrieval. While
capable of handling multiple languages and domains, Claude has limitations regarding
knowledge beyond its October 2024 cut-off date and potential biases in its training
data that may affect responses in specialized contexts like legal, cultural, or technical
domains.

B ChatGPT 4

ChatGPT 4, developed by OpenAl, is an advanced large language model capable

of generating human-like text based on input prompts. It leverages deep learning
techniques to understand and generate contextually relevant and coherent text. While
not specifically designed for translation, ChatGPT 4 can be used for various language-
related tasks including drafting, summarization, and potentially assisting in translation
efforts. It is another tool to get a first assessment of peace agreements that are already
in machine readable format. The model’s use in full translation is not advised as it is
trained on biased data and does not understand certain legal and cultural contexts.

Generative Al models, such as ChatGPT 4, offer a new way using a semi-automated
approaches to translation. Models such as these, while lacking some of the nuance of
human translated material, can extract key metadata from agreements in different
languages that would be otherwise time consuming for a translator or PA-X coder. Once

a translation is determined to be needed for an agreement, this could mean that key
information such as dates, locations, conflict levels, etc. can be extracted and entered into
the database before the document has been translated by a human coder, thus saving time.
There are drawbacks to this approach. Workflows will need to be tested for efficiency, as
hybrid approaches to combining human and Al resources can often increase the initial time
needed for tasks. This is particularly true for ‘rare’ languages, for which current Al models
have a lower accuracy rate when translating. This means that work of an individual simply
‘verifying’ an Al-translated text could be potentially more time consuming and increases
the likelihood that key terminology could be mistranslated or misunderstood.
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Therefore, options available to the programme using a semi-automated approach are:

B Using Al translation solutions to assist in the discovery and approval of potential peace
agreement documents.

B Using Al, particularly generative Al, to extract key metadata from peace agreements in
different languages to decrease administration time.

B Using Al to translate an agreement, and a native speaker/language expert to verify the
output against the original text.

B Developing efficient hybrid translation workflows.
Fully-Automated Translation

Fully automated translation, powered by advances in generative Al and neural machine
translation technologies, offers the potential for rapid translation at scale. These systems
can translate vast amounts of text quickly, with the overall cost of translation technology
decreasing year over year as the technology matures. If PeaceRep needs to translate a large
number of documents in a short amount of time, one of these solutions could help reduce
the amount of time it takes to translate. This ought to be the case for other organisations
with similar translation needs.

As PeaceRep progresses from collecting peace agreement data to developing a suite of
tools that analyse peace processes holistically and incorporate multiple text sources,
fully automated translation solutions could be more appropriate. PeaceRep already uses
Universal Sentence Encoder in some work, which can analyse texts and their similarities
in multiple languages without having to initially use a translation programme (Cer et

al., 2018, Gardner, 2023, pp. 11-12). However, while this is exceptionally useful for the
development of research data, it is not certain whether the translation would match the
quality of expert human translators.
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Despite significant advancements, fully automated systems often struggle with the
subtleties of legal language, cultural nuances, and technical jargon specific to peace
agreements. These challenges not only highlight the current limitations of Al translation
models but also emphasize the crucial role of extensive research and contextual knowledge
in accurately translating these documents. The way language is used in peace agreements
can, in fact, inform the classification of the agreement itself, which will be further explored
in the case studies section of this report. The ethical concerns discussed later in this report
also become more prevalent when using this approach. For the PeaceRep programme,

the choice between these translation options must be informed by the specific needs of
accurate, ethically sound translations that respect the programme's resource constraints.
An effective translation for PeaceRep must accurately convey the original text's intent,
legal implications, and cultural context, while remaining cost-effective and ethically sound.
It would involve a careful balancing of accuracy, efficiency, and the programme's broader
goals, including building sustainable partnerships and respecting the communities involved
in peace processes.
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Case Studies and Comparative Analysis

The following section will briefly discuss the current workflow involved when receiving an
agreement which needs translation, followed by a discussion of three different case studies
which are illustrative of some of the challenges of using automated translation for peace
agreements.

Current Workflow

Agreements in PA-X are sourced from various mediums. Sources in languages other than
English are rarely received as machine-readable text that can be entered into the PA-X
database for ‘coding’ (the process of categorising peace agreement segments according to
content categories, such as women, girls and gender). Instead, texts often arrive as images,
or in other formats where the copy function is not adequate.

This means the text needs to be extracted from the source material manually or with
Optical Character Recognition (OCR) software. Both methods can be mistake-prone, but
OCR is the most fraught, as up to this point the best software available in this field still
struggles to accurately recognise different characters, line spacing and languages other
than English accurately. As the programme deals with language in signed legal documents,
complete accuracy is critical. This accuracy problem creates a roadblock in the workflow
of automated translation: before a document can be translated using machine learning, it
needs to be converted to plain text.

Currently the agreements are translated by paid translators, so the agreement can be
provided to them in the form of the original source of the agreement. Unlike computers,
humans are very good at reading text which is not typed, or which is distorted - for
example on pages of printed documents that have been bent or folded. From there, the
translated agreements are sent back to PeaceRep in plain text format that can then be
added to the PA-X database.

Analysis of Case Studies (See Appendices)

Appendix 1shows a test where three peace agreements were selected for their
representation of the issues that arise when trying to translate agreements using Al
resources. The first translation shown is provided by a human translator. The second
translation is provided by the popular generative Al programme, ChatGPT.
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The first agreement is entitled ‘The Peace Agreement District Kurram executed in Para
Chanar’, signed on 14 July 2023. This local inter-tribal six-point ceasefire agreement
outlines the areas of enforcement in the town, provides for elements of demobilization, and
sets out terms of violation. As this agreement was identified as being in Urdu, it was sent to
Umar Shehzad, a native speaker, for translation. Through his own expertise, he identified
that the agreement was mainly in Urdu, except for one word, * s * or “taega”, which
occurs in the third clause of the peace agreement and is an important provision of the
agreement. It states, ‘3. Starting with immediate effect, the "taega" has been placed
between the fighting parties for one year.' (Bell et al., 2024). This nuance is important
because a literal translation would interpret this word as ‘stone,’ whereas in reality, it refers
to a traditional ceremony meant to enact a ceasefire for up to one year. Clarifying this
distinction is crucial for understanding the complexities of this local peacemaking process,
which is conveyed through a Pashto term within an Urdu text. The ChatGPT translation
does not provide a full translation of the agreement. Instead, it recognizes the presence of
both Urdu and Pashto in the text but is unable to translate it.

The second example in the Appendices is the agreement entitled ‘Acte de Non Agression’
(Bell et al., 2024). This agreement was highlighted as it illustrates a common issue in
the workflow of adding peace agreements to the database: the need to extract the text
from the image of the agreement. When using human translators, this is not a concern,
since humans are able to read the text in the image. If Al translation techniques are to be
used in the translation of peace agreements, the plain text will have to be extracted from
the image first. The agreement example demonstrates the typical condition of source
materials. The image is blurry and tilted at an angle. This makes it difficult for optical
character recognition software to extract text accurately. The appendices show that when
it is extracted using OCR, the text is not accurate and therefore not as accurate as the
human translated example.

The third example uses the agreement ‘Acuerdo sobre Cese al Fuego y de Hostilidades
Bilateral y Definitivo y Dejacion de las Armas entre el Gobierno Nacional y las FARC-EP’
(Bell et al., 2024). This example highlights another problem inherent in using Al for
translation, which is length. The PeaceRep programme frequently encounters agreements
that are ten pages or longer, and this can present problems for automated translation. In
this case, the agreement is 15 pages long. ChatGPT 4 would not translate the document

as its length violated its use case policy. As mentioned previously, a document needs to be
machine readable before it can be translated in a machine learning programme. The current
generative Al programmes have length restrictions on documents.
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To understand how a programme using Al would work with the larger document in the
third example, Google Translate was used. This programme did a better job translating the
document, mainly due to the source document being clear with little noise. It did, however,
present formatting issues and omitted the first two paragraphs of the agreement. Again, as
the accuracy and formatting of the text can affect how it is coded for PA-X; this does not
provide a suitable option for full automation.
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Ethical Concerns

Ethical considerations underpin PeaceRep's approach to research and the application

and advancement of PeaceTech. Ethical considerations are especially important when
working with Al, particularly Natural Language Models, which use machine learning.
Ethical concerns around the use of Al in the translation of peace agreements would be best
categorised as '‘Good Practice and Process Concerns' (p. 182), as described in Christine
Bell's 2024 book, PeaceTech: Digital Transformations to End Wars. This categorisation of
ethical concerns around PeaceTech focuses on commitments to forms of ethical practice

in the design of research in both the tech and peacebuilding worlds to produce positive
outcomes. Three types of ethical concerns stand out relating to the translation of peace
agreements: environmental concerns, bias in training of Al models, and the problem of
offering peace agreements as additional source of data for commercial Al models to ingest.
As an organisation engaged in researching peace and transition processes and their
outcomes, PeaceRep is aware of the environmental factors contributing to conflict.
Therefore, it is imperative for to consider the substantial environmental impact associated
with deploying large-scale NLP models. These models demand extensive computational
resources, and accurately assessing their carbon footprint presents considerable challenges.
A pertinent study by Luccioni et al. (2022) delves into the complexities of quantifying such
impacts, underscoring the necessity for PeaceRep to remain at the forefront of discussions
on sustainable Al utilisation in peace research and beyond.

In pursuit of minimizing environmental harm, understanding these complexities of the
significant carbon emissions associated with NLP models becomes crucial. Research by
Strubell et al. (2019, p. 1) reveals that the emissions from training a single NLP model,
inclusive of the tuning and experimental phases, can rival the lifetime emissions of an
automobile. This stark comparison emphasizes the need for PeaceRep to rigorously
evaluate and adopt environmentally responsible frameworks for assessing the impact of
the programme’s PeaceTech and NLP initiatives. Moreover, maintaining transparency about
PeaceRep's engagement with NLP technologies aligns with the programme’s values and
strengthens PeaceRep’s commitment to sustainability.

A significant ethical concern with NLP models is training bias. As stated earlier in the
report, the lack of multilingual understanding could lead to biased translations and
incorrect analysis. This is shown to be prevalent in the ChatGPT models (Zhuo et al., 2023).
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The cultural context and composition of the training data used for the translation
model could end up prioritising one set of interpretations over another. /n The Ghost

in the Machine has an American Accent: Value Conflict in GPT-3, Johnson and colleagues
(2021) demonstrate that sometimes issues more important to US culture could affect
interpretation of a document. Understanding the unique cultural contexts of the peace
agreement translation will be further analysed in a case study in this report.

While it can be challenging to address the ethical concerns surrounding language bias

in translations holistically, there are certain measures that can be adopted. One crucial
step would be to continue to engage a diverse group of researchers, board members, and
partners from all over the world on these ethical challenges. A diverse group can help the
programme stay in touch with technological needs and developments worldwide. With
this approach, the programme can better understand how new technology addresses
ethical concerns identified in the report and improve its translation capabilities.

Finally, this report will address the ethics around data ownership of Al translation models.
While this report will not address the legal implications of this subject, the overall ethical
concerns that appear when using data from gained from other countries is important to
understand. In line with the ‘do no harm' approach in PeaceRep's data-driven work, we
often handle data that could be considered ‘property’ of the people and areas we research
(Kamocki & Witt, 2022). This is an important consideration when evaluating translation
programmes that process large amounts of data from various sources and the methods

by which they obtain it. Establishing a system within PeaceRep to evaluate NLP models’
adherence to different standards of ethical ownership practises will be important going
forward. This could complement the existing principles applied to the PA-X database,
known as the FAIR principles. These principles require that datasets be findable, accessible,
interoperable and reusable (Wilkinson et al., 2016).
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Recommendations

This section proposes strategic guidelines and workflow optimisations for the use of Al

translation in peace agreement processing. These recommendations aim to enhance the
effectiveness of translating peace agreements by leveraging artificial intelligence, while
considering the specific scale of this work and the invaluable role of human experts and
international partners.

Strategies for Implementing Al Translation in Peace Processes

The use of generative Al, including machine translation technologies, offers a promising
avenue for drafting initial translations of peace agreements. These Al-driven tools can act
as efficient exploratory mechanisms, providing a valuable first pass at translating complex
texts. However, it is important to recognize that peace agreement translation operates on
a smaller scale, where the extensive use of generative Al might not be practical or desirable
due to the nuanced nature of these texts. To ensure the long-term viability and accuracy of
translated agreements, this report makes the following recommendations:

B Adopt a Semi-automated Approach
Combining Al's efficiency with human expertise could mitigate translation inaccuracies,
particularly for languages underrepresented in Al training datasets. This hybrid model
ensures the fidelity of translations while leveraging Al to streamline the process.

B Address Ethical and Environmental Considerations
As Al models require substantial energy consumption, evaluating the environmental
impact of deploying these technologies is crucial. Furthermore, addressing inherent
biases in Al training data is essential to ensure equitable and accurate translations
across languages and cultures.

B Optimise Workflows
Developing efficient workflows that integrate Al translation tools can help in the
preliminary analysis and extraction of key metadata from peace agreements, enhancing
database comprehensiveness and accessibility.

B Foster Collaborations
Strengthening partnerships with academic institutions, professional translators, and
leveraging global networks can enrich the translation process, incorporating diverse
linguistic expertise and contextual understanding.
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B Investin Continuous Research and Development
Further research is needed to identify and address the current limitations of Al in
translation, such as improving models' capacity to understand cultural contexts
and technical jargon, as well as keeping abreast of advances in Optical Character
Recognition (OCR) technology to support Al translations.

Mitigation of Risks and Addressing Limitations

To mitigate the risks associated with Al translation and address its limitations, it is
imperative for stakeholders, particularly those in conflict-affected countries, and
practitioners to enhance their understanding of Al and its ethical challenges. Improving
knowledge around Al technologies will enable strategic decision-making in a rapidly
evolving environment. It is crucial that these decisions are co-created with actors from
conflict-affected countries and other underrepresented groups to ensure inclusivity and
relevance in the translations of peace agreements.

Suggestions for Further Research and Development
Looking ahead, it is essential to:

B Stay informed about advancements in OCR and Al Translation technologies.
Innovations in these areas can significantly improve the accuracy and efficiency of
translating peace agreements.

B Monitor efforts to establish Large Language Models (LLMs) in various countries,
particularly those trained on local languages, as they could provide valuable insights
and tools for peace agreement work. Exploring the development of small-scale, local
LLMs could offer tailored solutions for translating peace agreements, ensuring they are
culturally and linguistically aligned with the regions they pertain to.

B Be aware of and remain transparent about the impact of these models on climate
change. As the effects of climate change become more pronounced, particularly in
countries disproportionately exposed to both climate extremes and conflict, ethical
considerations of using NLP models will become increasingly important.

B Consider who owns the data involved in these models, and how the models are trained.
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In conclusion, embracing these strategies and recommendations can improve translation
workflows for peace agreements, mitigate risks associated with Al technologies, and pave
the way for further research and development in this field. The collaborative and informed
approach outlined here ensures that Al translation serves as a complementary tool to
invaluable human expertise, ultimately contributing to more effective and impactful peace
processes research.
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Appendices: Tests on the Translation of the Text

For full appendices and supporting materials on tests on the translation of
example texts, please scan the QR code below or visit:

https://edin.ac/41TWtEwv
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